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Graphical models are widely used families of probability distributions
that capture conditional independence relations between features, i.e., ran-
dom variables Xi, i ∈ I, of a signal (see Chapter 16 [1] or [2], Chapter 8 [3]).
Celebrated examples are Hidden Markov models and Bayesian Networks [4].
Graphical models and their extensions are especially well suited for situa-
tions in which the modeler possesses prior knowledge about the structure of
interactions among the features. This is why they are widely used to analyze
time series [5], for expert systems [6], structured molecules [7,8]. Inference on
graphical models and their generalizations, such as factor graphs [9,10], can
be expressed as optimizing a free energy over a contravariant functor [11–15]
assimilated to a sheaf (see Chapter 2 [16]). Its source is a partially ordered
set, and its target is FinStoch (see [17]), the category of finite sets with
stochastic matrices as morphisms. The algorithms that perform approximate
inference on these sheaves are message-passing algorithms, one example of
which is the Belief Propagation algorithm.

The subject of the internship falls within recent efforts to exploit geomet-
ric and topological structures of signals and models to improve processing
and to further theoretical understanding of such processing (see geometric
deep learning [18,19], sheaves in data science [11,13–16,20–23], and categor-
ical approaches in machine learning and probability [14, 17,24–30]).

The aim of the internship is to understand the impact that transforma-
tions and deformations of the underlying sheaf have on the local minima of
the free energy, as well as on the associated message-passing algorithm. For a
presentation of the approach and recent results in this direction, see the slides
of the presentation at Commutative Geometry & Higher Structures [31]. The
internship will take place at Sorbonne Université under the supervision of
Grégoire Sergeant-Perthuis. The duration of the internship is 6 months and
the remuneration will be in line with the standard rates for internships. We
are looking for a motivated candidate with a background in mathematics or
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theoretical computer science, who is eager to apply their knowledge of dis-
crete structures (graphs, posets), geometry, or category theory to machine
learning.
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